Characterizing the mechanical response of metallic glasses to uniaxial tension using a spring network model
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Metallic glasses are frequently used as structural materials. Therefore, it is important to develop methods to predict their mechanical response as a function of the microstructure prior to loading. We develop a novel coarse-grained spring network model, which describes the mechanical response of metallic glasses using an equivalent series network of springs, which can break and re-form to mimic atomic rearrangements during deformation. To validate the spring network model, we perform numerical simulations of quasistatic, uniaxial tensile deformation of Lennard-Jones and embedded atom method (EAM) potentials for Cu50Zr50 metallic glasses in the absence of large-scale shear band formation. We consider samples prepared using a wide range of cooling rates and with different amounts of crystalline order. We show that both the Lennard-Jones and EAM models possess qualitatively similar stress σ versus strain γ curves. By specifying five parameters in the spring network model (ultimate strength, strain at ultimate strength, slopes of σ(γ) at γ = 0 and at large strain, and strain at fracture where σ = 0), we can accurately describe the form of the stress-strain curves during uniaxial tension for the computational studies of Cu50Zr50, as well as recent experimental studies of several Zr-based metallic glasses. For the computational studies of Cu50Zr50, we find that the yield strain distribution is shifted to larger strains for slowly cooled glasses compared to rapidly cooled glasses. In addition, the average number of new springs and their rate of formation decreases with decreasing cooling rate. These effects offset each other at large strains, causing the stress-strain curve to become independent of the sample preparation protocol in this regime. In future studies, we will extract the parameters that define the spring network model directly from atomic rearrangements that occur during uniaxial deformation.

I. INTRODUCTION

Bulk metallic glasses are alloys with amorphous atomic structure. Since they possess larger values for the strength and elastic limit compared to those for conventional crystalline alloys, they represent a promising class of structural materials [1]. However, under tensile loading, metallic glasses at room temperature are typically brittle. Shear bands, or localized regions of large strain, form during deformation that can lead to failure of the material [2]. As an example of this behavior, in Fig. 1 (a), we show the engineering stress σ versus engineering strain γ from recent experiments that perform uniaxial tension tests on sputtered ZrNiAl metallic glasses [3]. The more ductile sample has an ultimate strength of σm ∼ 1.5GPa and fractures at γf ∼ 11.6%, whereas the more brittle sample has an ultimate strength of σm ∼ 1.7GPa and fractures at γf ∼ 8%. The two samples were fabricated using similar processes, but the more brittle sample was annealed at a temperature below the glass transition temperature Tg for 24 hours after fabrication. Many factors have been shown to affect the tensile plasticity of metallic glasses, such as the cooling history[4], sample size [3, 5–7], strain rate [8–10], and temperature [9, 10] at which the testing occurs. In general, larger samples, samples prepared at lower cooling rates, and samples tested at lower temperatures are more brittle. In addition, experiments on bending and compression of metallic glasses have shown that their mechanical response is influenced by changes in chemical composition [11–13]. For example, adding 5% of Al atoms into Cu50Zr50 bulk metallic glasses increased the failure strain from 7.9% to 18% in compression tests [13]. Also, Pd-based bulk metallic glasses were found to be brittle when formed at low cooling rates, whereas Pt-based bulk metallic glasses are ductile regardless of the cooling rate used to prepare the samples [11]. Because there are so many factors that influence the microstructure of metallic glasses, it is difficult to predict the mechanical response of metallic glasses to applied deformations.

The mechanical response of metallic glasses is controlled by the atomic interactions and motions that arise from applied deformations. Numerous molecular dynamics (MD) simulation studies have shown that the mechanical response of metallic glasses to applied deformations involves highly collective and non-affine atomic motions that are spatially and temporally correlated. To understand the mechanical response of metallic glasses
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FIG. 1. Engineering stress $\sigma$ plotted versus engineering strain $\gamma$ from (a) experiments and (b) simulations of metallic glasses undergoing uniaxial tension. The data in (a) is from sputtered Zr$_{56}$Ni$_{22}$Al$_{22}$ metallic glasses [3] with (black) and without (red) annealing at temperatures below the glass transition for 24 hours. The data in (b) is from athermal, quasistatic uniaxial tension simulations of Cu$_{50}$Zr$_{50}$ modeled using EAM interactions generated at cooling rates $R = 10^{10}$K/s (black) and $10^{13}$K/s (red) and averaged over 50 samples. The inset shows the geometry used in the simulations. The samples have periodic boundaries in the $z$-direction that are moved vertically to apply tensile deformations and open boundaries in the $x$- and $y$-directions.

at larger length scales, coarse-grained mesoscale models have been developed [14–16]. For example, elasto-plastic models consider metallic glasses as a collection of mesoscopic elements, where each element deforms elastically until it reaches its local yield strain. After yielding, the elements re-distribute their stress to neighboring elements and the stress is reset to the largest value in the elastic state. Further, elaborations of elastoplastic models have coupled the shape of the yield strain distributions to the evolving microstructure during applied deformation [17]. Several studies have shown that elastoplastic models can describe the stress-strain curves for model Lennard-Jones (LJ) glasses undergoing simple shear over a range of strain rates [17–19].

Theoretical models for the irreversible atomic motions that occur during applied deformation can be used to improve elasto-plastic descriptions of metallic glasses. For example, the plastic strain can be calculated by identifying shear transformation zones (STZs), or groups of atoms that undergo collective, non-affine motion in response to applied deformations [20]. Manning, et al. [21] derived a system of ordinary differential equations (ODEs) for the deviatoric stress and an effective temperature that controls the STZ density in computational studies of LJ glasses undergoing simple shear. The system of ODEs includes seven parameters, such as the initial and steady-state effective temperature, characteristic size of an STZ, and effective temperature diffusivity, which are chosen so that the predicted stress versus strain and degree of strain localization match the behavior in the numerical simulations. Similar studies have coupled elasto-plastic and STZ descriptions to describe the stress versus strain in molecular dynamics simulations of embedded atom method potentials for Cu$_{50}$Zr$_{50}$ undergoing simple shear [22].

The fiber bundle model [23–25] was originally developed to describe fibrous materials under tension, but it has also been used to describe amorphous solids undergoing tensile loading [26, 27]. The fiber bundle model is a coarse-grained, one-dimensional model that considers fibers in parallel under a constant load. An individual fiber breaks when its extension exceeds a randomly selected threshold, and its load is then redistributed to neighboring fibers. This model displays brittle, quasi-brittle, and ductile failure modes as a function of the heterogeneity in the failure thresholds and the length scale over which the stress is redistributed after local failure [26]. Key differences between the fiber bundle and elastoplastic models are that each fiber only experiences elastic deformation before yielding and there is no stress recovery within a fiber after it yields.

In this article, we develop a spring network model to describe the mechanical response of metallic glasses undergoing tensile loading. The spring network model includes a large number $N_s$ of initially unstretched springs in parallel prior to the applied deformation; these springs
stretch during a series of small applied strain steps. Similar to the fiber bundle model, the springs break when their extension exceeds a threshold. However, unlike the conventional fiber bundle model, at each strain step, new springs form, contributing to the stress that resists the tensile load. We implement constant strain instead of constant stress boundary conditions in the spring network model to compare to molecular dynamics simulations of metallic glasses undergoing tensile loading performed at constant strain.

In the $N_s \to \infty$ limit, we derive an analytical form for the stress $\sigma$ versus strain $\gamma$ for the spring network model undergoing tensile loading. This expression includes five important parameters: the ultimate strength, strain at which this occurs, slopes of $\sigma(\gamma)$ at zero and at large strain, and failure strain at which $\sigma = 0$. This expression for $\sigma(\gamma)$ accurately describes the mechanical response of both Lennard-Jones (LJ) and embedded atom method (EAM) models for Cu$_{50}$Zr$_{50}$ metallic glasses prepared over a range of cooling rates, possessing a range of local crystalline order, and evolving in the absence of large-scale shear band formation. We chose to study Cu$_{50}$Zr$_{50}$ in the numerical simulations because it is one of the few binary alloys that forms bulk metallic glasses [28]; experimental studies have shown that Cu$_{50}$Zr$_{50}$ has a critical cooling rate of $R_c \sim 250$K/s [29]. By comparing the computational results with predictions from the spring network model, we show that the yield strain distribution is shifted to larger strains for slowly cooled compared to rapidly cooled glasses. In addition, the average number of new springs and their rate of formation decreases with decreasing cooling rate. These effects offset each other at large strains, causing the stress-strain curve to become independent of sample preparation protocol in this regime. We also show that $\sigma(\gamma)$ obtained from the spring network model accurately describes the mechanical response of several Zr-based metallic glasses, including Zr$_{65}$Al$_{10}$Ni$_{10}$Cu$_{15}$, Zr$_{65}$Ni$_{22}$Al$_{12}$, and Cu$_{50}$Zr$_{51}$, obtained in recent experimental studies. In the current work, we relate the macroscopic mechanical response of metallic glasses to mesoscopic spring elements in the coarse-grained spring network model. In future work, we will define the spring elements in terms of atomic rearrangements that occur during uniaxial loading in all-atom MD simulations. This approach will allow us to better understand how non-affine atomic motions determine the macroscopic mechanical behavior of amorphous materials in the absence of large-scale shear banding.

The remainder of the article is organized as follows. In Sec. II, we first describe the numerical simulations of Cu$_{50}$Zr$_{50}$ metallic glasses (modeled using the LJ and EAM potentials) undergoing athermal, quasistatic uniaxial tension. We then introduce the spring network model and derive an analytical expression for stress versus strain during tensile loading. In Sec. III, we present the results. We first show the maximum stress during tensile loading as a function of the total potential energy of the undeformed structure. We then show that the expression for $\sigma(\gamma)$ from the spring network model accurately describes the mechanical response during tensile loading obtained from simulations (for both LJ and EAM models) and recent experiments on Zr-based metallic glasses.

In Sec. IV, we put forward our conclusions and discuss future work on extracting the spring network parameters directly from atomistic simulations. Finally, in Appendix A, we discuss the effects of system size on the mechanical response from simulations of athermal, quasistatic uniaxial tension.

II. METHODS

In this section, we first describe the interaction potentials that are used to model Cu$_{50}$Zr$_{50}$ metallic glasses. We then introduce the cooling and structural relaxation protocols to prepare Cu$_{50}$Zr$_{50}$ metallic glasses with different amounts of local positional order. We also describe the simulation method for applying the tensile deformation to the metallic glass samples. We then present the spring network model, derive an analytical expression for the stress versus strain, $\sigma(\gamma)$, and relate the five parameters in the spring network model to important features of $\sigma(\gamma)$.

A. Atomic Interaction Potentials for Cu$_{50}$Zr$_{50}$

We consider the LJ [30] and EAM interaction potentials [31] for modeling Cu$_{50}$Zr$_{50}$ metallic glasses. The LJ potential includes isotropic, pairwise atomic interactions with parameters that control the atomic size and the attractive strength of the interactions. EAM potentials include both pairwise atomic interactions, as well as many-body interactions that arise from the electronic degrees of freedom.

For the systems with LJ interactions, we employ a truncated and force-shifted potential energy:

$$U_{ij}(r_{ij}) = \phi(r_{ij}) - \phi(r_c) - (r_{ij} - r_c) \frac{d\phi_{ij}}{dr_{ij}} \bigg|_{r_{ij}=r_c}$$

for $r_{ij} < r_c$ and $U_{ij}(r_{ij}) = 0$ for $r_{ij} \geq r_c$, where $r_{ij}$ is the separation between atoms $i$ and $j$, $r_c = 2.5\sigma_{ij}$, and

$$\phi_{ij}(r_{ij}) = 4\epsilon_{ij} \left[ (\sigma_{ij}/r_{ij})^{12} - (\sigma_{ij}/r_{ij})^{6} \right].$$

The total potential energy is the sum of $U_{ij}(r_{ij})$ over distinct atomic pairs, $U = \sum_{i>j} U_{ij}(r_{ij})$ and the pair force on atom $i$ from $j$ is $\vec{F}_{ij} = (dU/dr_{ij})\hat{r}_{ij}$, where $\hat{r}_{ij}$ is the unit vector that points from the center of atom $j$ to the center of $i$.

We assume that A-type atoms are Zr and B-type atoms are Cu. We set the the energy and length parameters in Eq. (2) as follows: $\sigma_{BB}/\sigma_{AA} = 0.7975$, $\sigma_{AB}/\sigma_{AA} = (1+\sigma_{BB}/\sigma_{AA})/2$, $\epsilon_{BB}/\epsilon_{AA} = 0.5584$, and $\epsilon_{AB}/\epsilon_{AA} = (1+\epsilon_{BB}/\epsilon_{AA})/2 - \Delta H_{mix}/\epsilon_{AA} = 0.8167$ using experimental
values of the atomic radii [32], cohesive energy [33], and heat of mixing [34]. The mass ratio is set to $m_A/m_B = 1.435$, which is the ratio of the molar masses of Zr and Cu.

Below, when we describe the LJ simulation results, we convert length and energy scales into physical units using $\sigma_{AA} = 2.9\,\text{Å}$ and $\epsilon_{AA} = 0.74\text{eV}$ [35]. When these values are used, Zr atoms on an HCP lattice yield a cohesive energy of 6.47eV and lattice constant of 3.22Å, which match experimental results [31]. The temperature, pressure, and time scales are then $\epsilon_{AA}/k_B = 8.6 \times 10^3\text{K}$, $\epsilon_{AA}/\sigma_{AA}^2 = 4.7\text{GPa}$, and $\sigma_{AA}\sqrt{m_{AA}/\epsilon_{AA}} = 0.33\text{ps}$, where $k_B$ is Boltzmann’s constant.

We also considered an EAM interaction potential to model the mechanical response of Cu$_{50}$Zr$_{50}$ to uniaxial tension. We selected the EAM potential developed by Mendelev et al., who studied vitrification of CuZr alloys [31]. For the EAM, the total potential energy is the sum of two terms [36]:

$$U = \sum_{i=1}^{N} F_i \left( \sum_{j \neq i} \phi_{ij}(r_{ij}) \right) + \sum_{i>j} \phi_{ij}^p(r_{ij}), \quad (3)$$

where $F_i$ is the many-body embedding function that depends on the electron density of atom $i$ due to all other atoms in the system and $\phi_{ij}^p(r_{ij})$ is the pairwise interaction term. Both the many-body and pairwise terms have a cutoff of $r_c = 7.6\,\text{Å}$ beyond which $U = 0$. This EAM potential was calibrated to match the formation energies of the CuZr equilibrium crystal phases at zero temperature, and the atomic density, mixing enthalpy, and partial pair correlation functions at 1000K for Cu$_{46}$Zr$_{54}$. In addition, Zhang, et al. [37] used this EAM potential to prepare amorphous Cu$_{50}$Zr$_{50}$ samples using a hybrid Monte Carlo (MC) and molecular dynamics (MD) simulation technique at effective cooling rates as low as 500 K/s. The structure factor and shear modulus of the slow quenched Cu$_{50}$Zr$_{50}$ samples obtained from the hybrid MC/MD technique were similar to those obtained experimentally at comparable cooling rates. We also measured the melting temperature $T_m$ of pure Zr and pure Cu with this EAM potential using the method described by Tang and Harrowell [38]. We found $T_m \sim 2110\text{K}$ for Zr and $\sim 1356\text{K}$ for Cu for this EAM potential, which are similar to the experimental values of $T_m \sim 2128\text{K}$ and $\sim 1358\text{K}$ for Zr and Cu, respectively.

### B. Generating Metallic Glasses with Different Amounts of Positional Order

We focus on systems containing $N = 3456$ atoms confined within a cuboidal box with aspect ratios $L_x/L_z = 2$ and $L_y/L_z = 2$. When initially preparing the metallic glass samples, we use periodic boundary conditions in the $x$-, $y$-, and $z$-directions. We show in Appendix A that above this system size $\sigma(\gamma)$ is independent of $N$. Numerous studies have shown that the brittleness of metallic glass samples increases with aspect ratio [39]. The values $L_x/L_z = 2$ and $L_y/L_z = 2$ give rise to rather ductile response, although slow cooling rates and enhanced positional order can induce more brittle response even for these small aspect ratios.

To prepare the metallic glass samples, we first equilibrated the systems at high temperature above the melting temperature, $T > T_m$, and then cooled them linearly to low temperature $T_0 < 1\,\text{K}$ at constant low pressure $P_0$ that is several orders of magnitude below the maxima in the shear stress versus strain curves (obtained from uniaxial tension) using the Nosé-Hoover thermostat and barostat. The equations of motion are integrated using a modified velocity-verlet algorithm with time step $\Delta t = 10^{-3}\text{ps}$. The cooling rates spanned four orders of magnitude from $10^{10}$ to $10^{14}\text{K/s}$, but remain much larger than the critical cooling rate $R_c \sim 250\text{K/s}$ for Cu$_{50}$Zr$_{50}$. After thermally quenching the samples, they were decompressed and potential energy minimized using the conjugate gradient method to reach $P = P_0$ and zero temperature. The maximum total force on an atom after potential energy minimization was $10^{-16}\text{eV/Å}$. We also performed instantaneous thermal quenches by equilibrating the systems at $T > T_m$ and then minimizing the total potential energy at a constant volume that corresponds to $P = P_0$.

In addition to thermally quenched glasses, we also generated disordered face centered cubic (FCC) structures to span a wider range of brittle and ductile mechanical response to uniaxial tensile deformation. We first placed Zr
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**FIG. 2.** Probability distribution of the local bond-orientational order parameter $P(Q_6)$ for each atom in Cu$_{50}$Zr$_{50}$ metallic glasses prepared by thermally quenching at cooling rates, $R = 2.6 \times 10^{11}\text{K/s}$ and $1.0 \times 10^{14}\text{K/s}$ for the LJ and EAM models and in disordered FCC structures obtained by randomly placing Cu and Zr atoms on an FCC lattice followed by potential energy minimization.
and Cu atoms randomly on an FCC lattice (while maintaining the correct stoichiometry for Cu50Zr50) followed by potential energy minimization. The FCC lattice is unstable for random mixtures of Cu and Zr, and thus potential energy minimization induces positional disorder. (Note that pure Cu forms FCC and pure Zr forms hexagonal close packed (HCP) crystalline structures.)

We can characterize the degree of positional order in a given atomic configuration using the six-fold local bond orientational order (BOO) parameter \( Q_6 \), which gives the degree of six-fold orientational symmetry of that atom’s nearest neighbors [40]. Typically, \( Q_6 \gtrsim 0.25 \) for a crystal-like atom and \( Q_0 \) takes on smaller values for atoms in icosahedral or other amorphous structural motifs [41, 42]. Atoms in FCC and HCP lattices have \( Q_6 = 0.575 \) and 0.484, respectively.

The \( l \)-fold local BOO parameter of atom \( i \) is defined using

\[
q_{lm}(i) = \frac{1}{N_i} \sum_{j=1}^{N_i} A_{ij} A_i^{\text{tot}} Y_{lm}(\theta(\hat{r}_{ij}), \phi(\hat{r}_{ij})),
\]

where \( N_i \) is the number of Voronoi neighbors [43] of atom \( i \), \( A_{ij} \) is the area of the Voronoi face shared by atoms \( i \) and \( j \), \( A_i^{\text{tot}} \) is the total area of all faces belonging to the Voronoi polyhedron of atom \( i \), \( Y_{lm}(\theta(\hat{r}_{ij}), \phi(\hat{r}_{ij})) \) is the spherical harmonic function of degree \( l \) and order \( m \), \( \theta(\hat{r}_{ij}) \) and \( \phi(\hat{r}_{ij}) \) are the polar and azimuthal angles that parameterize the orientation of the vector \( \hat{r}_{ij} \) connecting atoms \( i \) and \( j \) [44]. We then average \( q_{lm}(i) \) to obtain [45]:

\[
Q_{lm}(i) = \frac{1}{N_i + 1} \left( q_{lm}(i) + \sum_{j=1}^{N_i} q_{lm}(j) \right).
\]

The \( l \)-fold local BOO parameter \( Q_l \) is then defined by averaging over the \( m \)-values associated with a given \( l \):

\[
Q_l(i) = \frac{4\pi}{2l + 1} \sum_{m=-l}^{l} |Q_{lm}(i)|^2.
\]

In Fig. 2, we show the probability distribution of \( Q_6 \) for metallic glass samples of Cu50Zr50 prepared using the LJ model at cooling rate \( R = 2.6 \times 10^{11} \text{K/s} \) and using the EAM model at \( R = 1.0 \times 10^{10} \text{K/s} \), as well as disordered FCC samples for both the LJ and EAM models. The thermally quenched LJ and EAM samples possess similar \( P(Q_6) \); both are disordered with a peak near \( Q_6 \approx 0.12 \). \( P(Q_6) \) for the disordered FCC systems with LJ interactions is broader than those for the thermally quenched samples and the peak is shifted to \( Q_6 \approx 0.15 \). \( P(Q_6) \) for the disordered FCC systems with EAM interactions has a peak near \( Q_6 \approx 0.2 \), and it possesses a broad tail that extends beyond \( Q_6 \approx 0.5 \). Thus, the FCC-initialized systems with EAM interactions include a significant number of crystal-like atoms.

![Figure 3](image_url)

**FIG. 3.** Two definitions of the engineering stress \( \sigma_F = F_{zz}/A_0 \) and \( \sigma_S = S_{zz}/A_0 \) plotted against each other. \( F_{zz} \) is the total force in the \( z \)-direction crossing the \( z' \) plane (Eq. (7)) and \( S_{zz} \) is the \( zz \)-contribution to the virial \( S_{zz} \) (Eq. (9)). \( A_0 \) is the undeformed area of the sample and \( L_z \) is its length in the \( z \)-direction. Data from uniaxial tension tests on Cu50Zr50 modeled using LJ (red circles) and EAM interactions (blue crosses) are included. The solid black line indicates that \( \sigma_F = \sigma_S \).

### C. Athermal, quasistatic uniaxial tension

After generating the Cu50Zr50 metallic glass samples, we perform athermal, quasistatic uniaxial tension tests. In particular, we apply successive small uniaxial strain steps of \( \delta \gamma = 10^{-5} \) along the \( z \)-direction by increasing the sample length from its current value \( L_z \) to \( L_z' = L_z + \Delta L_z \) and shifting the \( z \)-positions of the atoms affinely such that \( z_i' = z_i (1 + \delta \gamma) \) (as shown in the inset of Fig. 1 (b)). Each strain step is followed by potential energy minimization. \( \Delta L_z = L_{z0} \delta \gamma \) and \( L_{z0} \) is the original length of the sample in the \( z \)-direction. Before applying the tensile deformations, we open the boundaries in the \( x \)- and \( y \)-directions to allow necking of the sample. To remove the residual stress caused by opening the boundaries, we apply athermal, quasistatic tension or compression in the \( z \)-direction until the engineering stress is zero. We then apply athermal, quasistatic tensile deformation in small strain steps until the total strain reaches \( \gamma = 1 \).

### D. Calculating the Engineering Stress

During uniaxial tensile deformation, the thickness of the metallic glasses becomes length dependent due to necking of the sample. The true stress is defined as the total force in the \( z \)-direction divided by the cross-
the sample gives the same total force in the $z$-direction because the system is in force balance. The total force the sample at $z = 0$, the sample is in force balance. The total force in the $z$-direction divided by the undeformed cross-sectional area of the undeformed sample. We first determine the $z'$-component of the total force on atoms in the lower region ($z' < 0$) arising from interactions with atoms in the upper region ($z' > 0$). For LJ interactions, $\vec{F}_{ij} = (dU/dr_{ij})\hat{r}_{ij}$. For EAM interactions, the force on atom $i$ from atom $j$ is

$$\vec{F}_{ij} = \left[ (\partial F_i/\partial \rho_i)(\partial \rho_i/\partial r_{ij}) + (\partial F_j/\partial \rho_j)(\partial \rho_j/\partial r_{ij}) + (\partial \phi_{ij}^p/\partial r_{ij}) \right] \hat{r}_{ij},$$

(8)

which includes two additional terms arising from the embedding function $F_i$ and where $\rho_i = \sum_{j \neq i} \rho_{ij}(r_{ij})$ is the electron density of atom $i$ at position $\hat{r}_i$ and $\phi_{ij}^p$ is the EAM pair potential energy function. We then define the engineering stress, $\sigma_F = F_{zz'}/A_0$, where $A_0$ is the cross-sectional area of the undeformed sample. We first determine the $\alpha$-shape of the undeformed sample, and then calculate its volume $V_0$ and $A_0 = V_0/L_{20}$. We find that the relative fluctuations in $A_0$ are less than 0.6% for all preparation protocols and both LJ and EAM interactions.

We also compared the results for $\sigma_F$ to the results for the engineering stress obtained using the $zz$-component of the virial stress tensor:

$$S_{zz} = \sum_{i=1}^{N} z_i F_{iz}.$$

(9)

In terms of $S_{zz}$, the engineering stress is defined as

$$\sigma_S = \frac{S_{zz}}{L_{20}A_0}.$$

(10)

In Fig. 3, we show that, as expected, $\sigma_F = \sigma_S$ for uniaxial tension applied to Cu$_{50}$Zr$_{50}$ metallic glass samples modeled using the LJ and EAM interactions. Below, we use $\sigma \equiv \sigma_F$ to display the engineering stress.

**E. Spring network model**

We now describe the key elements of the spring network model, which are illustrated in Fig. 4. In the undeformed state at $\gamma = 0$, the sample is in mechanical equilibrium, the atoms are in their equilibrium positions with an initial set of nearest (Voronoi) neighbors, and the engineering stress $\sigma$ is zero. As the uniaxial strain $\gamma$ is applied, $\sigma$ increases roughly linearly. Small drops in $\sigma$ occur prior to point (b), but the nearest neighbors of the selected central atom remain the same as they were at
FIG. 5. (a) Schematic of the spring network model. In the undeformed sample at $\gamma = 0$, $N_s = N_0$ identical springs are initially connected in parallel with spring constant $k$ and can transmit force in the (vertical) pulling direction. After a single step in uniaxial strain $\gamma = \delta\gamma$, $N_b(\delta\gamma)$ springs break according to each spring's threshold strain $\gamma_c$, which is drawn randomly from a Gamma distribution. The breaking of a spring, which represents an atomic rearrangement event (atoms change color from blue to gray), prevents that spring from transmitting force in the pulling direction. Also, during an atomic rearrangement event, $N_n(\delta\gamma)$ springs can form and begin to transmit force (atoms change color from gray to red). (b) The probability distribution of spring breaking threshold strains $P(\gamma_c)$, which converges to a Gamma distribution in the $N_0 \to \infty$ limit (dotted line). In this example, the two shape parameters for $P(\gamma_c)$ are $\alpha = 2.7$ and $\beta = 0.02$. (c) The number of new springs $N_n(\gamma)$ as a function of strain $\gamma$. At each strain, $N_n(\gamma) \sim N_{np}(\gamma)p$ springs form on average, where $N_{np}(\gamma)$ is the number of potential new springs that can form and $p$ is the probability that these new springs are instantiated. We show data for $p = 0.1$ and $N_{np}(\delta\gamma) = 10^3$. In the $N_{np} \to \infty$ limit, $N_n(\gamma)$ converges to the black dotted line with vertical intercept $pN_{np}(\delta\gamma)$ and slope $p(dN_{np}/d\delta\gamma)$.

γ = 0. Between points (b) and (c), a large engineering stress drop occurs, which corresponds to an atomic rearrangement event where five atoms are no longer nearest neighbors of the central atom, and two new atoms become nearest neighbors of the central atom. Changes in the nearest neighbors of atoms can occur throughout the sample and at various strain steps during uniaxial tension deformation. Inspired by these atomic rearrangement events, we develop a mesoscopic one-dimensional spring network model that considers the breaking and forming of springs in parallel during deformation. The breaking (formation) of a spring represents a loss (gain) of nearest neighbor atoms in a local region. The total force (in the z-direction) resisting the extension of the sample will be related to the number of springs at each strain step and how much each spring is stretched. Our goal is to develop a simple model with a small number of parameters, yet we want it to possess a sufficient number of parameters so that it is able to quantitatively characterize the mechanical response of metallic glasses.

The spring network model is summarized in Fig. 5 (a). Initially, we assume that there are $N_s = N_0$ identical, unstretched springs in parallel, each with spring constant $k$ and rest length $l_0$. After each applied step strain, we
assume that all springs experience the same amount of strain, $\delta\gamma$. Thus, the force experienced by spring $j$ after a total strain $\gamma^j$ is $F_j = k l_0 \gamma^j$. Each spring is assigned a cutoff strain $\gamma_c > 0$, which is the total strain at which the spring breaks. $\gamma_c$ is randomly selected from a Gamma distribution:

$$P(\gamma_c) = \frac{\beta^\alpha}{\Gamma(\alpha)} \gamma_c^{\alpha-1} e^{-\beta \gamma_c},$$

(11)

where $\Gamma(.)$ is the Gamma function. $P(\gamma_c)$ has two parameters $\alpha$ and $\beta$ that characterize its shape: the mean is $\alpha/\beta$ and the variance is $\alpha/\beta^2$. (See Fig. 5 (b).) Selecting cutoff strains from $P(\gamma_c)$ gives a coarse-grained representation of the structural disorder in metallic glasses, such as fluctuations in the values of $r_{ij} \cdot z$ for interacting atomic pairs. When a given spring breaks, the force on that spring is set to zero.

At each strain step, new springs can also form. We assume that the number of potential new springs decreases linearly with the total strain,

$$N_n^p(\gamma_n) = N_n^p(\delta\gamma) - \frac{dN_n^p}{d\delta\gamma} \gamma_n - 1,$$

(12)

where $\gamma_n = n\delta\gamma$ is the total strain after $n$ strain steps. This form for $N_n^p(\gamma_n)$ is consistent with the fact that the cross-sectional area decreases with increasing uniaxial strain, and thus there are fewer atoms in the transverse direction for forming new spring connections. (We also considered quadratic and piecewise linear functions for $N_n^p(\gamma_n)$, which include an additional parameter. However, the form in Eq. 12 provided high-quality fits to the data from simulations of athermal, quasistatic uniaxial tension.) The potential new springs form instantiated new springs with probability $p$. The scatter plot in Fig. 5 (c) shows the number of new springs $N_n(\gamma_n) = pN_n^p(\gamma_n)$ as a function of total strain $\gamma_n$ for $p = 0.1$ and $N_n^p(\delta\gamma) = 10^3$. When a new spring is formed, it is initiated with the same rest length $l_0$ and $\gamma_c$ is randomly selected from the same $P(\gamma_c)$ regardless of the total strain. Newly formed springs also experience the same incremental strain $\delta\gamma$ at each applied strain step.

The total force of the spring network at total strain $\gamma_n = n\delta\gamma$ is

$$F_n(\gamma_n) = \sum_{j=1}^{N_n} k l_0 \gamma_n^j,$$

(13)

where $\gamma_n^j$ is the total strain experienced by the $j$th spring after $n$ strain steps applied to the initial undeformed sample, which differs from the total strain $\gamma_n$ for springs that were not present at $\gamma = 0$. Thus, to calculate the total force for the spring network model at $\gamma_n$, we need to track the number of initial springs that are still intact at $\gamma_n$, the number of new springs that have formed since $\gamma = 0$, and at what strains each of these new springs form.

The engineering stress versus strain curve $\sigma(\gamma)$ for uniaxial tension for a single Cu$_50$Zr$_50$ metallic glass sample using the EAM model with $N = 3456$ atoms includes numerous rapid drops in stress as shown in Fig. 4. Several studies have shown that for metallic glasses undergoing athermal, quasistatic deformation, the size of the stress drops decreases and the number of stress drops increases with increasing system size. To mimic the large-system limit, we can calculate the ensemble-averaged $\sigma(\gamma)$ from the numerical simulations of the LJ and EAM models over many realizations. The results for $\sigma(\gamma)$ from the spring network model in the large-system limit can be obtained by taking the limits $N_0 \to \infty$ and $N_n^p \to \infty$. In this limit, we can derive an analytical expression for the total force in the spring network model (Eq. (13)), and compare it to $\sigma(\gamma)A_0$ obtained from the athermal, quasistatic tension tests of Cu$_50$Zr$_50$ samples modeled using the LJ and EAM interaction potentials.

If $N_0$ springs are initialized at $\gamma = 0$, the number of these springs that have not broken after strain $\gamma_n$ is $N(\gamma_n) = N_0[1 - C(\gamma_n)]$, where $C(\gamma_n)$ is the cumulative distribution function for the Gamma distribution. Since these springs experience the same total strain, we can calculate the total force from the remaining springs at $\gamma_n$:

$$F_{\text{so}}(\gamma_n) = k l_0 \gamma_n N_0[1 - C(\gamma_n)].$$

(14)

In the limit $N_n^p \to \infty$, the number of new springs that form, $N_n(\gamma_n)$, can also be derived. Using Eq. (12), we find

$$N_n(\gamma_n) = pN_n^p(\gamma_n) = N_n(\delta\gamma) - \frac{dN_n}{d\delta\gamma} \gamma_n - 1.$$
To calculate the total force from the newly formed springs, we need to take into account the fact that $N_n(\gamma_n)$ new springs are generated at $\gamma_n$ and these springs break after an additional strain of $\gamma_c$, which is selected randomly from a Gamma distribution. The total force arising from the new springs at $\gamma_n$ is

$$F_{sn}(\gamma_n) = k_0 \sum_{i=0}^{n-1} \left( N_n(\delta\gamma) - \frac{dN_n}{d\delta\gamma}(\gamma_{n-1} - \gamma_i) \right) \times \gamma_i [1 - C(\gamma_i)], \quad (16)$$

where $F_{sn}(\gamma_0) = 0$. Thus, the total force in the spring network at strain $\gamma_n$ is given by

$$F_s(\gamma_n) = F_{s0}(\gamma_n) + F_{sn}(\gamma_n), \quad (17)$$

where $F_{s0}$ and $F_{sn}$ are provided in Eqs. (14) and (16), respectively. Taking the continuum limit in strain and normalizing the spring force by the sample's undeformed cross-sectional area $A_0$ allow a comparison to the engineering stress versus strain obtained in the simulations of athermal, quasistatic uniaxial tensile deformations:

$$\sigma_s(\gamma) = \frac{F_s(\gamma)}{A_0}. \quad (18)$$

**F. Comparison of the Predictions of the Spring Network Model and Results from Atomistic Simulations**

The engineering stress $\sigma_s$ in Eq. (18) from the spring network model has five parameters. These include the number of initial springs $N_0$, number of new springs that are formed during the first strain step $N_n(\delta\gamma)$, and the change in the number of new springs that are formed per strain step $dN_n/d\delta\gamma$. In addition, the cumulative distribution $C(.)$ that controls the cutoff strain is characterized by two shape parameters, $\alpha$ and $\beta$. Motivated by $\sigma(\gamma)$ from experiments and simulations of uniaxial tension of metallic glasses in Fig. 1, we can now relate these five parameters from the spring network model to five key features of the shape of the engineering stress versus strain curve illustrated in Fig. 6: 1) the slope of the engineering stress $G_i = d\sigma_s/d\gamma$ at $\gamma = 0$, 2) the ultimate strength $\sigma_m = \sigma_s(\gamma_m)$, 3) the strain $\gamma_m$ at ultimate strength, 4) the failure strain $\gamma_f$ at which $\sigma_s(\gamma_f) = 0$, and 5) the slope of the engineering stress $G_f = d\sigma_s/d\gamma$ at $\gamma_f$. The following five equations,

$$\frac{d\sigma_s(0)}{d\gamma} - G_i = 0 \quad (19a)$$

$$\sigma_s(\gamma_m) - \sigma_m = 0 \quad (19b)$$

$$\frac{d\sigma_s(\gamma_m)}{d\gamma} = 0 \quad (19c)$$

$$\sigma_s(\gamma_f) = 0 \quad (19d)$$

$$\frac{d\sigma_s(\gamma_f)}{d\gamma} - G_f = 0 \quad (19e)$$

FIG. 7. Engineering stress $\sigma$ plotted as a function of strain $\gamma$ during uniaxial tension deformation of Cu$_{50}$Zr$_{50}$ metallic glass samples (solid lines) obtained using the (a) LJ and (b) EAM models for several cooling rates, the instantaneous thermal quenches, and the disordered FCC structures averaged over 50 samples. The dotted lines represent best fits of $\sigma(\gamma)$ to the prediction from the spring network model (Eq. 18) using the parameters in Fig. 9.
can be used to express the parameters in the spring network model, $N_0$, $N_m(\delta \gamma)$, $dN_m/d\delta \gamma$, $\alpha$, and $\beta$, in terms of the shape features of $\sigma_s(\gamma)$, i.e., $G_i$, $\sigma_m$, $\gamma_m$, $\gamma_f$, and $G_f$. We then use a Levenberg-Marquardt nonlinear least squares algorithm to find the optimal values of $G_i$, $\sigma_m$, $\gamma_m$, $\gamma_f$, and $G_f$ such that $\sigma_s(\gamma)$ matches $\sigma(\gamma)$ from the athermal, quasistatic tension simulations, as well as from uniaxial tension tests of Zr-based metallic glasses in experiments.

III. RESULTS

In this section, we first describe the results from athermal, quasistatic simulations of the mechanical response of the LJ and EAM models of Cu$_{50}$Zr$_{50}$ metallic glasses to uniaxial tension. We also show the correlation between the maximum engineering stress during uniaxial tension and the potential energy per atom of the undeformed samples. We then compare the simulation results for $\sigma(\gamma)$ from athermal, quasistatic uniaxial tension to the prediction of the engineering stress versus strain from the spring network model. We show the dependence of the five parameters of the spring network model on the sample preparation protocol and relate these parameters to key features of the shape of $\sigma(\gamma)$. Lastly, we show best fits of the spring network model to the results of experiments on uniaxial tension applied to several Zr-based metallic glasses, including Zr$_{65}$Al$_{10}$Ni$_{10}$Cu$_{15}$, Cu$_{45}$Zr$_{51}$, and Zr$_{56}$Ni$_{22}$Al$_{22}$.

A. Engineering Stress versus Strain from Athermal, Quasistatic Uniaxial Tension

In Fig. 7, we show $\sigma(\gamma)$ for the LJ and EAM models of Cu$_{50}$Zr$_{50}$ metallic glass samples obtained from thermal quenches over a range of cooling rates, instantaneous thermal quenches, and disordered FCC structures. The LJ and EAM models show qualitatively similar mechanical response over the full range of strain. For all systems, at small strains, the engineering stress increases approximately linearly with strain. The slope $d\sigma/d\gamma = G_i$ at $\gamma = 0$ is only weakly dependent on the preparation protocol of the metallic glasses. At larger strains, $\sigma(\gamma)$ becomes nonlinear and reaches a peak engineering stress $\sigma_m$ that grows monotonically with decreasing cooling rate, i.e., $\sigma_m$ is smallest for samples generated via instantaneous thermal quenches and is the largest for samples generated via the slowest cooling rates.

The disordered FCC structures possess the smallest $\sigma_m$ of the systems in Fig. 7 and the strain at which the peak stress occurs is shifted to larger strains $\gamma_m \sim 0.2$ compared to the peak strains for the thermally quenched systems. At first, these results may seem counterintuitive. For example, it is well-known that many crystalline structures possess large peak stress at small strains and can be brittle with a rapid decrease in stress near failure. However, as shown in Fig. 2, the disordered FCC structures have the largest $Q_6$ values, yet they are the most ductile of the systems we considered.

To illustrate why disordered FCC structures have a ductile-like response, we show a scatter plot of $\sigma_m$ during uniaxial tension versus the total potential energy per atom $U_0$ of the corresponding undeformed samples in Fig. 8. For both the LJ and EAM models, $\sigma_m$ decreases
FIG. 9. The optimal values of the parameters of the spring network model obtained from best fits of $\sigma_s(\gamma)$ to $\sigma(\gamma)$ from the athermal, quasistatic uniaxial tension simulations of the LJ [(a) and (c)] and EAM [(b) and (d)] models of Cu$_{50}$Zr$_{50}$. Panels (b) and (d) also show optimal values of the parameters for $\sigma(\gamma)$ obtained from experimental studies of uniaxial tension on Zr$_{53}$Al$_{10}$Ni$_{10}$Cu$_{15}$ metallic glasses performed at 593K [10]. $\sigma(\gamma)$ from these experiments is shown in Fig. 12(a). Panels (a) and (b) and their insets show the variation of $P(\gamma)$ and the average $\langle \gamma_c \rangle$ with the sample preparation protocols and experimental studies. In the main panels (a) and (b), the thermal quenches, disordered FCC samples, and experimental studies are represented by solid, dotted, and dashed lines, respectively. Panels (c) and (d) show $k_lN_\ln/A_0$ (circles) on the left vertical axis, and $kl_0N_\ln(0)/A_0$ (diamonds) and $kl_0(dN_\ln/d\dot{\gamma})/A_0$ (triangles) on the right vertical axis for the different sample preparation protocols and experimental studies.

with $U_0$ on average. In particular, we find that the disordered FCC structures possess the smallest $U_0$ and $\sigma_m$ values. The results for the thermally quenched systems are consistent with prior results on metallic glasses. In particular, numerous studies have found that the fictive temperature and average potential energy per atom decrease with decreasing cooling rate [48] and that increasing the fictive temperature increases the ductility of metallic glasses [11, 49, 50]. In the current studies, we have shown that the disordered FCC structures possess higher fictive temperatures (or $U_0$) than the samples that were prepared via instantaneous thermal quenches. Another important feature of $\sigma(\gamma)$ for both the LJ and EAM models of Cu$_{50}$Zr$_{50}$ is that it decreases roughly linearly with strain at large strains with slope $G_f < G_i$. Further, $\sigma(\gamma)$ is independent of the preparation protocol at large strains.

B. Comparisons to Prediction of Spring Network Model

In Fig. 7, we show the best fits of $\sigma_s$ for the spring network model to $\sigma(\gamma)$ from the simulations of athermal,
are displayed in Fig. 9. In panels (a) and (b), we show the simulations of athermal, quasistatic uniaxial tension.

The spring network parameters obtained from the fits can be decomposed into contributions from the initial springs $\sigma_{s0}$ (solid lines) and new springs $\sigma_{sn}$ (dotted lines). We show results from best fits to the EAM model for Cu$_{50}$Zr$_{50}$ samples generated using cooling rates $R = 10^{10}$K/s (blue), $10^{11}$K/s (cyan), $10^{12}$K/s (red), $10^{13}$K/s (magenta), and $10^{14}$K/s (green), instantaneous quenches (yellow), and disordered FCC structures (purple).

To assess the quality of the fits of the predicted $\sigma_s(\gamma)$ for the spring network model to $\sigma(\gamma)$ from the atomistic simulations, we calculate the root-mean-square error,

$$\langle \Delta \sigma \rangle = \sqrt{\frac{\sum_{i=1}^{n} (\sigma(\gamma_i) - \sigma_s(\gamma_i))^2}{n}}$$

(20)

where $\gamma_i = i\delta\gamma$ and $n = 1/\delta\gamma$. We find that the normalized root-mean-square error $\langle \Delta \sigma \rangle / \langle \sigma \rangle \lesssim 0.03$ for all of the simulations of athermal, quasistatic uniaxial tension that we performed.

The spring network parameters obtained from the fits are displayed in Fig. 9. In panels (a) and (b), we show how the cutoff distribution $P(\gamma_c)$ and its average $\langle \gamma_c \rangle$ vary with the sample preparation protocol for the LJ and EAM models of Cu$_{50}$Zr$_{50}$. The results are similar for the LJ and EAM models. $P(\gamma_c)$ shifts to larger strains and becomes broader as the cooling rate is decreased. The shift and broadening of the distribution toward larger strains indicate that the springs can withstand more elongation before breaking when the sample is prepared at lower cooling rates. These results are consistent with previous simulation studies [51] of shear stress versus strain during athermal, quasistatic simple shear of model metallic glasses. They showed that the frequency of atomic rearrangements and energy loss per rearrangement are reduced for slowly cooled glasses at small strains. For the disordered FCC structures, $P(\gamma_c)$ is shifted to low values of strain, which indicates that the springs begin to break immediately after the application of uniaxial tension in these samples.

In Fig. 9 (c) and (d), we show $k_{0} N_{0}/A_0$, $k_{0} N_{0}(0)/A_0$, and $k_{0}(dN_{n}/d\delta\gamma)/A_0$ for metallic glass samples with different preparation protocols. $k_{0} N_{0}/A_0$ controls the modulus at $\gamma = 0$. For the LJ model, $k_{0} N_{0}/A_0$ decreases with increasing cooling rate, whereas, $k_{0} N_{0}/A_0$ is weakly dependent on cooling rate for the EAM model, with a slight decrease for the FCC disordered structures. For both LJ and EAM models of Cu$_{50}$Zr$_{50}$, more rapidly cooled glasses possess larger values of $k_{0} N_{0}(0)/A$ and $k_{0}(dN_{n}/d\delta\gamma)/A$. Thus, more new springs are generated for more rapidly cooled glasses. However, since the cutoff distribution $P(\gamma_c)$ is shifted to smaller strains for more rapidly cooled glasses, these new springs break more frequently. LJ disordered FCC structures possess values of $k_{0} N_{0}(0)/A_0$ and $k_{0}(dN_{n}/d\delta\gamma)/A_0$ that are comparable to the most rapidly cooled metallic glasses, which is consistent with the fact that they have small $\sigma_m$. Instead, $k_{0} N_{0}(0)/A_0$ and $k_{0}(dN_{n}/d\delta\gamma)/A_0$ for the EAM disordered FCC structures are comparable to the values for slowly cooled glasses.

The predicted stress from the spring network model, $\sigma_s(\gamma) = \sigma_{s0}(\gamma) + \sigma_{sn}(\gamma)$, can be decomposed into contributions from the initial springs $\sigma_{s0}$ that were present at $\gamma = 0$ and from the new springs $\sigma_{sn}$ that continue forming after the initial springs break. (See Fig. 10.) We find that the stress contribution from the initial springs, which is controlled by the initial number of springs and the cutoff distribution $P(\gamma_c)$, is strongly protocol dependent. Further, the contribution from the initial springs is large at small strains and decays to zero at large strains. In contrast, $\sigma_{sn}$ is zero at small strains and $\sigma_{sn} \gg \sigma_{s0}$ at large strains. For all thermally quenched samples and for the disordered FCC structures at sufficiently large strains, the stress contribution from the new springs $\sigma_{sn} \sim \sigma_s$ is independent of the sample preparation protocol. This result implies that the variation of $P(\gamma_c)$ with the preparation protocol (cf. Fig. 9 (a) and (b)) exactly offsets the variation of $k_{0} N_{0}(0)/A_0$ and $k_{0}(dN_{n}/d\delta\gamma)/A_0$ with the preparation protocol (cf. Fig. 9 (c) and (d)).

As described in Sec. II F, we can determine key features of the engineering stress versus strain curves from the parameters in the spring network model. As an example, in Fig. 11, we show the peak stress $\sigma_p$ and the strain $\gamma_m$ at which it occurs determined directly from the five optimal spring network parameters obtained from fits of $\sigma_s(\gamma)$ to $\sigma(\gamma)$. As we found previously in Fig. 7, $\sigma_p$ decreases with increasing cooling rate and the disordered FCC structures possess the smallest $\gamma_m$. $\gamma_m$ increases weakly with increasing cooling rate and is the largest for the disordered FCC structures. These results illus-
trate the high-quality fits of the spring network model and emphasize that we can in principle determine the macroscopic stress versus strain relation by determining the local structural and mechanical properties of metallic glasses.

Finally, in Fig. 12, we compare the predictions of $\sigma_s(\gamma)$ from the spring network model to the engineering stress versus strain from experimental studies of uniaxial tensile deformations of Zr$_{65}$Al$_{10}$Ni$_{10}$Cu$_{15}$, Cu$_{49}$Zr$_{51}$, and Zr$_{56}$Ni$_{22}$Al$_{22}$ metallic glass samples [3, 6, 10]. In Fig. 12 (a), we show $\sigma(\gamma)$ obtained from deforming Zr$_{65}$Al$_{10}$Ni$_{10}$Cu$_{15}$ samples with cross-sectional area 0.02 mm$^2$ at strain rate $\dot{\gamma} = 5 \times 10^{-4}$s$^{-1}$ and tested at temperatures $T = 593K$, 613K, and 633K [10]. These prior experimental studies find that $\sigma(\gamma)$ for the Zr$_{65}$Al$_{10}$Ni$_{10}$Cu$_{15}$ samples possess large-strain tails prior to fracture for $T > 513K$ (cf. Fig. 7). $\sigma_s(\gamma)$ from the spring network model can fit $\sigma(\gamma)$ for Zr$_{65}$Al$_{10}$Ni$_{10}$Cu$_{15}$ with normalized root-mean-square error values $\langle \Delta \sigma / \sigma \rangle \lesssim 0.04$. In Fig. 9 (b) and (d), we show the optimal parameters for the spring network model obtained from best fits of $\sigma_s(\gamma)$ to $\sigma(\gamma)$ from the Zr$_{65}$Al$_{10}$Ni$_{10}$Cu$_{15}$ sample strained at $T = 593K$. The best-fit spring network parameters to the experimental results are of the same order of magnitude as those obtained from best-fits to the athermal, quasistatic uniaxial tension simulations of Cu$_{50}$Zr$_{50}$ modeled using the LJ and EAM models. (Note that EAM potentials are not publicly available for ZrAlNiCu and ZrNiAl alloys [52–54].)

Fig. 12 (b) features $\sigma(\gamma)$ obtained from uniaxial tensile deformation of Cu$_{49}$Zr$_{51}$ and Zr$_{56}$Ni$_{22}$Al$_{22}$ metallic glass samples. The Cu$_{49}$Zr$_{51}$ sample has a diameter of 80nm and is pulled at strain rate $\dot{\gamma} \sim 10^{-3}$s$^{-1}$ at room temperature [6]. We also considered two sputtered Zr$_{56}$Ni$_{22}$Al$_{22}$ samples that have thickness $\sim 90$nm and are also strained at $\dot{\gamma} \sim 10^{-3}$s$^{-1}$ at room temperature [3]: (As-sputtered samples experience cooling rates in the range $10^8 - 10^{10}$K/s [55–57].) One of the two sputtered samples was annealed at sub-$T_g$ temperatures. ZrNiAl alloys have been found to be good glass-formers due to the addition of Al [58, 59]. The metallic glass samples strained at room temperature do not exhibit large-strain tails in $\sigma(\gamma)$, and instead the samples fracture at small strains $\gamma \sim 0.1$. As a result, the optimal values for the number and rate of change of new springs with strain, $kl_0N_n(0)/A_0$ and $kl_0(dN_n/d\delta\gamma)/A_0$, are close to zero, and the number of initial springs and distribution of spring breaking thresholds $P(\gamma_c)$ determine $\sigma(\gamma)$. Even in this case, the best fits of $\sigma_s(\gamma)$ from the spring network model to $\sigma(\gamma)$ from the experiments give normalized root-mean-square error (rms) values $\langle \Delta \sigma / \sigma \rangle \lesssim 0.1$.

IV. CONCLUSIONS AND FUTURE DIRECTIONS

In this article, we developed a novel coarse-grained spring network model to describe the mechanical response of metallic glasses to uniaxial tension. We first performed athermal, quasistatic uniaxial tension simulations of Cu$_{50}$Zr$_{50}$ metallic glasses modeled using both the Lennard-Jones and EAM potentials. From these simulations, we calculated the engineering stress versus strain...
The engineering stress $\sigma$ versus strain $\gamma$ from experimental studies of uniaxial tensile deformations applied to several metallic glasses: (a) Zr$_{56}$Ni$_{22}$Al$_{22}$ samples tested at 593K (red circles), 613K (green diamonds), and 633K (magenta triangles) [10] and (b) a nm-scale Cu$_{49}$Zr$_{51}$ [6] sample (red circles) and two sputtered Zr$_{56}$Ni$_{22}$Al$_{22}$ [3] samples. The Zr$_{56}$Ni$_{22}$Al$_{22}$ samples were as sputtered (green diamonds) and annealed below $T_g$ (magenta triangles). The black solid lines are best fits to $\sigma_s(\gamma)$ (Eq. 18) from the spring network model.

$\sigma(\gamma)$ from samples generated over a wide range of cooling rates and different amounts of local positional order. In general, $\sigma(\gamma)$ had the same qualitative form for both the LJ and EAM simulations. We found that the peak $\sigma_m$ in the engineering stress versus strain decreases as the total potential energy per atom of the undeformed structure increases, which shows that one can predict key features of $\sigma(\gamma)$ without actually performing the tensile tests. Further, we showed that the disordered FCC structures possess more ductile mechanical response than the rapidly cooled metallic glass samples. We analytically solved the one-dimensional spring network model for the total force exerted by the springs as a function of strain. In the spring network model, initial springs present at $\gamma = 0$ stretch during the applied strain and break when they exceed cutoff strains $\gamma_c$ that are selected from a Gamma distribution $P(\gamma_c)$. In addition, new springs can form, and then stretch and break in the same way as the initial springs.

The engineering stress $\sigma_s(\gamma)$ predicted from the spring network model includes five parameters. Two of the parameters define the shape of the cutoff strain distribution $P(\gamma_c)$. The three other parameters are related to the number of initial springs, and the number of new springs and rate of change of the number of new springs with strain. We showed that we can express these five parameters in terms of important features of the shape of $\sigma(\gamma)$, i.e., the slope $d\sigma/d\gamma$ at $\gamma = 0$, maximum stress $\sigma_m$, strain $\gamma_m$ at which the maximum stress occurs, strain $\gamma_f$ at fracture (i.e. $\sigma = 0$ at large strains), and slope $d\sigma/d\gamma$ at $\gamma_f$. After fitting the spring network model to $\sigma(\gamma)$ from the simulations, we found that the cutoff strain distribution shifts to larger strains for more slowly cooled glasses. In contrast, the number and rate of change of new springs decreases for slowly cooled glasses. These two sets of changes offset each other at large strains since $\sigma(\gamma)$ is nearly independent of the sample preparation protocol in this regime. Lastly, we showed that the spring network model can be used to describe the results of experimental studies of uniaxial tensile tests of several Zr-based metallic glasses at temperatures above and below room temperature, where they possess large-strain tails in $\sigma(\gamma)$ and where they fracture at small strains, respectively.

There are several promising directions for future work. First, we will focus on extracting the spring model parameters from the atomistic simulations of uniaxial tension. For example, we can estimate the number of initial springs by determining the distribution of the sizes of the stress drops that occur during uniaxial tension of single, finite-sized samples. To determine the shape of the cutoff strain distribution, number of new springs, and their rate of change with strain from the atomistic simulations, we can add a perturbation to the position of a single atom, minimize the total potential energy, and measure changes in nearest neighbor atoms and the engineering stress as a function of the size of the perturbation. Second, in the current work, we focused on systems that do not form large-scale shear bands. In future work, we will consider systems prepared using hybrid Monte Carlo and molecular dynamics simulations that can achieve cooling rates lower than $10^6$K/s [37] and display shear banding. We will show that the spring network model can also
be used to describe the brittle mechanical response that occurs in systems that form shear bands [60]. Third, we will generalize the one-dimensional spring network model consisting of parallel springs to include springs in series and in parallel. The combination of in series and in parallel springs would enable the modeling of cyclic rapid decreases and increases in stress that occur during uniaxial tension in partially crystalline samples. We can also generalize the spring network model to include springs in series and in parallel in two and three dimensions, which would allow us to model the mechanical response of metallic glasses to simple and pure shear deformations.
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Appendix A: System-size Effects on Engineering Stress versus Strain

In this appendix, we investigate the dependence of the engineering stress versus strain on system size for the athermal, quasistatic simulations of uniaxial strain. In Fig. 13, we show $\sigma$ versus $\gamma$ for Cu$_{50}$Zr$_{50}$ metallic glass samples modeled using (a) LJ and (b) EAM interactions for several system sizes, $N = 1024, 3456, 5488,$ and $8192$. The systems with LJ and EAM interactions were prepared using cooling rates $R = 2.6 \times 10^{14}\,\text{K/s}$ and $1.0 \times 10^{14}\,\text{K/s}$, respectively. The engineering stress was averaged over 50 configurations for $N = 1024$ and 3456 and over 10 configurations for the other system sizes.
